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W
h

at is B
G

P
D

N
S

 ab
o

u
t?

•
B

G
P

D
N

S
 is a concept and a protocol for doing A

S
-

less and P
I IP

-less server m
ulti-hom

ing

•
U

se the topology inform
ation contained in the global

B
G

P
 routing table to sort the m

ultiple D
N

S
 resource

records

because

•
T

raditional A
S

-based server m
ulti-hom

ing is a burden
to the global Internet routing system

•
E

xcessive consum
ption of A

S
 num

ber and non-
aggregated prefixes



T
h

e d
em

an
d

•
In m

any cases it is desired by the custom
ers to

connect (im
portant) servers to m

ore than one
upstream

 IS
P

. R
easons include:

–
A

cquire redundancy in case (the link to) one upstream
 IS

P
fails

–
B

alance/share load over m
ore than one upstream

 IS
P

–
B

ecom
e independent from

 individual IS
P

’s



T
o

d
ay

‘s so
lu

tio
n

•
T

oday these objectives have to be satisfied by:

–
requesting P

I IP
 space

–
obtaining an A

S
 num

ber

–
participate in the global B

G
P

 routing



S
h

o
rtco

m
in

g
s o

f to
d

ay‘s so
lu

tio
n

•
W

hilst som
e advantages, this approach has several

draw
backs to the Internet at large and to the new

ly
m

ulti-hom
ed custom

er:

–
Large

 fragm
entation of IP

 address space (bad)

–
E

xcessive m
em

ory and com
puting pow

er requirem
ents in

the Internet core routers (good for C
isco and Juniper)

–
E

xhaustion of current A
S

 num
ber space requires upgrade

w
ith transition to 32 bit A

S
 num

bers (very bad)



S
h

o
rtco

m
in

g
s to

 cu
sto

m
ers

–
R

unning and tuning B
G

P
 requires significant know

ledge and
experience as w

ell as continued m
onitoring and adjustm

ents
–

B
G

P
 w

ithout know
ledgeable tuning quickly leads to unintended

asym
m

etric traffic patterns through the upstream
 IS

P
’s

–
U

nqualified m
odification on B

G
P

 router quickly leads to
disconnection from

 the global Internet because of m
issing route

announcem
ents or route flap dam

pening
–

M
isconfiguration of the routing table entries quickly lead to bogus

route announcem
ents (like a full /8 or m

ultiple /24 instead of an
aggregate

) and can cause serious traffic interruptions
(hello T

eleglobe E
urope!)

–
IS

P
’s have to em

ploy very strict filters tow
ards their m

ulti-hom
ed

custom
ers because of these frequent problem

s
–

T
hese filters in turn decrease flexibility and increase com

plexity
w

hile representing a significant source of errors in them
selves.



S
u

m
m

ary o
f sh

o
rtco

m
in

g
s

•
M

any tim
es the requestors of non-aggregated P

I IP
 address

space and A
S

 num
bers are not aw

are of these im
plications and

lack sufficient technological background know
ledge to qualify

and quantify the im
pact on them

selves and the Internet in
general

•
M

any tim
es only one or a subset of one of the reasons for A

S
based m

ulti-hom
ing is given by the requestor

•
U

nfortunatly in these cases the cure of A
S

 based m
ulti-hom

ing
is often w

orse than the disease of being single-hom
ed



A
n

 altern
ative is n

eed
ed



O
verview

 o
f B

G
P

D
N

S

•
T

he B
G

P
D

N
S

 approach com
bines the pow

er of B
G

P
w

ith the ease of D
N

S

•
B

G
P

D
N

S
 does B

G
P

 but does not require an unique
A

S
 num

ber on the custom
er side

•
B

G
P

D
N

S
 does not need P

I IP
 address space a

n
d

fully m
aintains aggregates



D
etails o

f B
G

P
D

N
S

•
In B

G
P

D
N

S
 m

ulti-hom
ing, the server operator has upstream

links to m
ore than one

 IS
P

•
F

rom
 each of these IS

P
’s the operator also receives a

reasonable IP
 prefix out of their aggregates

•
O

ne IP
 address of each prefix of the IS

P
’s is assigned to

 the
m

ulti-hom
ed server

•
T

he router connecting to all these IS
P

’s does policy routing
 to

direct the outgoing packets to the IS
P

 w
here the prefix belong

s
to.



D
etails o

f B
G

P
D

N
S



D
etails o

f B
G

P
D

N
S

•
A

ll of the IP
 addresses of this server are put into D

N
S

as m
ultiple “A

” records to the sam
e nam

e

w
w

w
.exam

ple.com
.

IN
 A

10.1.3.15

IN
 A

172.16.5.7

IN
 A

192.168.14.131

•
Instead of round-robin w

e
‘re going to use B

G
P

 for
ordering!



D
etails o

f B
G

P
D

N
S

•
T

he B
G

P
D

N
S

 server establishes a B
G

P
 listening-

only session w
ith each of the IS

P
’s route-servers to

get a com
prehensive view

 of the Internet topology
from

 it’s ow
n perspective

•
It does norm

al best-path evaluation either subject to
the default rules or custom

 crafted m
etrics as in

norm
al A

S
-based m

ulti-hom
ing



D
etails o

f B
G

P
D

N
S



D
etails o

f B
G

P
D

N
S

•
U

ser types w
w

w
.exam

ple.com
 into her brow

ser (her IP
 address

is 192.0.2.43)

•
A

uthorative D
N

S
 server at B

G
P

D
N

S
 site

 receives request for
w

w
w

.exam
ple.com

•
D

N
S

 server finds m
ultiple „IN

 A
“ records for w

w
w

.exam
ple.com

•
D

N
S

 server has to find out w
hich „IN

 A
“ is best reachable

 for
this user ‡

 A
sk B

G
P

D
N

S
 server!



D
etails o

f B
G

P
D

N
S



D
etails o

f B
G

P
D

N
S

•
B

G
P

D
N

S
 server receives request from

 D
N

S
 server

containing:

–
source IP

 of D
N

S
 request (192.0.2.43)

–
list of possible answ

ers (10.1.3.15, 172.16.12.7 and
192.168.14.31)

•
B

G
P

D
N

S
 server looks up the best path to the

requestor via the B
G

P
 topology inform

ation

–
„show

 ip bgp 192.0.2.43
“



D
etails o

f B
G

P
D

N
S

sh
ow

 ip bgp 192.0.2.43

B
G

P
 routing table entry for 192.0.2.0/21

P
aths: (3 available, b

est #2, table D
efault-IP

-R
outing-T

able)

100 8235 1836 286 3333

10.1.1
.18 from

 10.1.1.1

O
rigin IG

P
, localpref 200, valid, external

300 1836 286 3333

172.16.9.131
 from

 172.16.9.1

O
rigin IG

P
, m

etric 10, localpref 200, valid, external, best

200 9177 8210 3333

192.168.5.56
 from

 192.168.5.56

O
rigin IG

P
, m

etric 10, localpref 100, valid, external



D
etails o

f B
G

P
D

N
S

•
B

G
P

D
N

S
 takes leftm

ost A
S

 num
ber of best path (w

hich is the
active path from

 our point of view
)

•
B

G
P

D
N

S
 takes a list of all prefixes of the upstream

s

–
“show

 ip
 bgp regexp ^leftm

ost-as$
”

•
B

G
P

D
N

S
 loops over the „IN

 A
“ records to find the local IP

 that is
w

ithin one of these upstream
 prefixes and assigns the highest

w
eight to it

–
It has to be

 because all the „IN
 A

“ IP
‘s are form

 our upstream
s

–
If not, norm

al round-robin applies as usual



D
etails o

f B
G

P
D

N
S

show
 ip bgp regexp ^300$

B
G

P
 table version is 0, local router ID

 is 127.0.0.1

S
tatus codes: s suppressed, d dam

ped, h history, * valid, >
 best, i - internal

O
rigin codes: i - IG

P
, e - E

G
P

, ? - incom
plete

   N
etw

ork
N

ext H
op

M
etric

LocP
rf

W
eight

P
ath

*>
192.168.0.0

/20
172.16.9.131

10
200

0
300 i

300 1836 286 3333

172.16.9.131
 from

 172.16.9.1

O
rigin IG

P
, m

etric 10, localpref 200, valid, external, best

IP
 address

P
reference

10.1.3.15
0

172.16.5.7
0

192.168.14.131
1000



D
etails o

f B
G

P
D

N
S

•
B

G
P

D
N

S
 returns the packet to D

N
S

 server w
ith best

path
 IP

 set to highest preference

•
D

N
S

 server sorts response w
ith

 highest preference
first and answ

ers to
 the

 user

•
U

ser uses the first IP
 address of the D

N
S

 response
to establish a connection w

ith the target server



D
etails o

f B
G

P
D

N
S



D
etails o

f B
G

P
D

N
S



C
o

m
p

ariso
n

 to
 n

o
rm

al B
G

P

•
R

esponsiveness to link state or topology changes is im
m

ediate
for new

 requests

–
If a link fails, the corresponding IP

 w
on’t be chosen for new

requests anym
ore because all B

G
P

 N
LR

I inform
ation is gone

,
hence no m

ore best path
 for this upstream

•
In the case of a upstream

 link failure, the m
axim

um
 black hole

tim
e for a particular requestor is the configured D

N
S

 resource
record expiration tim

eout

–
A

ffects only requestors w
ho

 had this particular upstream
 link as

best path
–

T
he D

N
S

 R
R

 expiration tim
eout has to be chosen carefully!



C
o

n
verg

en
ce tim

ers

•
B

G
P

 today has a global convergence and propagation tim
e of

approx. 3 m
inutes as show

n by recent research

•
D

eterm
ining the optim

al D
N

S
 R

R
 expiration tim

eout is balancing
betw

een tw
o opposite tradeoffs:

–
If the expiry tim

eout is low
 this w

ill add latency during a session
leading to

 poor responsiveness experience by the user because of
m

ultiple successive D
N

S
 requests

–
if the expiration tim

eout is high
 this m

ay reuse cached values w
ith

now
 sub-optim

al path
 inform

ation or, if the link of the preferred IP
has gone dow

n in the m
eantim

e, to partial unreachability until the
cached D

N
S

 R
R

 expires

•
W

e recom
m

end D
N

S
 R

R
 expiry tim

eouts betw
een 20 seconds

and 2 hours



A
d

van
tag

es o
f B

G
P

D
N

S

•
Link and IS

P
 redundancy

•
Load balancing over m

ore than one link and IS
P

•
Independence of a single IS

P

•
C

onnection path sym
m

etry betw
een the server and

the client (because of prefix based routing)

•
N

o im
pact on global B

G
P

 routing system



D
isad

van
tag

es o
f B

G
P

D
N

S

•
E

ach server requires as m
any IP

 addresses as it is
connected to IS

P
’s

–
W

hich is relative, A
S

-based m
ulti-hom

ing needs at least a
/24, here in this exam

ple w
ith three IS

P
‘s I can get aw

ay w
ith

3x /27 or so

•
F

or cached D
N

S
 resource records; only tim

eout-
based convergence

•
A

dditional load on the D
N

S
 system

–
W

hich doesn
‘t seem

 to be a problem
 (T

hanks A
kam

ai!)



R
atio

n
ale fo

r B
G

P
D

N
S

•
IP

 A
ddress space depletion is not as fast and does not have the

sam
e im

pact as A
S

 num
ber space depletion and Internet core

router m
em

ory consum
ption

•
W

ith next generation IP
 num

bering (IP
v6

?) address space
depletion is no longer a issue

•
C

ontent delivery netw
orks like A

kam
ai have proven that D

N
S

R
R

 based global load balancing is w
orking on a large

 scale and
does not have a negative im

pact on
 the Internet at large nor on

the individual user



R
atio

n
ale fo

r B
G

P
D

N
S

•
F

or all services that are either stateless, have only short-lived or
restartable sessions B

G
P

D
N

S
 is w

ell suited and
 provides equal

results as true A
S

-based m
ulti-hom

ing

–
applies to H

T
T

P
, H

T
T

P
S

, S
M

T
P

, P
O

P
, IM

A
P

, F
T

P
 (in part), N

N
T

P
(client sessions)...

•
B

y keeping IP
 address space aggregation intact and the positive

effects on A
S

 num
bers and router m

em
ory by far outw

eigh the
negative effects of B

G
P

D
N

S
 by requiring one IP

 address per
server and upstream

 IS
P



T
h

e B
G

P
D

N
S

 p
ro

to
co

l

•
T

he B
G

P
D

N
S

 protocol is spoken betw
een the D

N
S

server and the B
G

P
 listener

•
T

he com
m

unication is stateless and uses the U
D

P
datagram

s for com
m

unication

•
B

ecause of its close relationship to the B
G

P
 the port

num
ber 179/U

D
P

 is chosen for the B
G

P
D

N
S

 task on
the B

G
P

 listener



T
h

e B
G

P
D

N
S

 p
ro

to
co

l



B
G

P
D

N
S

 referen
ce im

p
lem

en
tatio

n

•
D

JB
D

N
S

‘ tinydns as D
N

S
 server

–
H

as nice non-threaded internal design

–
It‘s im

possible to follow
 bind9 code

 w
ithout suffering serious

brain dam
ange

•
Z

ebra bgpd as B
G

P
D

N
S

 server
–

M
ore or less structured internal design

–
A

ny other recent and stable O
penS

ource B
G

P
 daem

on?

•
A

vailable on  w
w

w
.B

G
P

D
N

S
.org



Im
p

o
rtan

t in
 im

p
lem

en
tatio

n

•
R

esponse tim
e is critical

–
T

he B
G

P
D

N
S

 m
ust do fast lookups to not delay the D

N
S

R
T

T
 too m

uch

–
Lookup tim

es m
ust be far below

 1 second

•
T

im
eouts

–
If the D

N
S

 server receives no response
 w

ithin 1 second from
the B

G
P

D
N

S
 server it w

ill send out random
 order



B
G

P
D

N
S

 p
erfo

rm
an

ce

c
v
s
.
p
i
p
e
l
i
n
e
.
c
h
>
 
s
h
 
d
n
s
s
o
r
t
 
s
t
a
t
i
s
t
i
c
s

DNSsort 
statistics

------------------
Received

 packets: 139909174
sent packets:     138057953
dropped packets:  0
currently queued: 0 / 128

D
N
S
s
o
r
t
 
c
a
c
h
e
 
t
a
b
l
e
 
f
o
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F
ailu

re cases

•
B

G
P

D
N

S
 server does not respond

–
If the D

N
S

 server does not receive answ
ers for som

e tim
e it should

m
ark the B

G
P

D
N

S
 server as defektive and answ

er w
ith random

sorting

•
Loss of all B

G
P

 sessions
–

If the B
G

P
D

N
S

 looses all B
G

P
 session it w

ill sim
ply answ

er all
requests w

ithout any preference set

•
N

etw
ork not in table

–
If the netw

ork prefix of the end-user is not in the B
G

P
 routing

-table
it w

ill sim
ply answ

er w
ithout any preference set



S
ecu

rity co
n

sid
eratio

n
s

•
A

uthorization of B
G

P
D

N
S

 requestors
–

M
D

5 shared
 secret (like in O

S
P

F
)

•
D

o
S

/O
verlo

ading
 attacks

–
C

an‘t be
 done m

uch
, B

G
P

D
N

S
 should not fall over but provide

som
e form

 of overload protection

•
S

poofing of requests/answ
ers

–
M

D
5 shared

 secret
–

F
ilter 179/U

D
P

 on border router / firew
all

•
Inform

ation leakage
–

T
he D

N
S

 inform
ation is public anyw

ay



R
eco

m
m

en
d

atio
n

•
M

ore scrunity for A
S

 num
ber requests

•
In case of  services that are stateless, have only
short-lived or restartable sessions

•
A

 „B
G

P
D

N
S

 policy“ like the R
IP

E
 “H

T
T

P
 policy” or

“S
tatic D

ial U
p policy” should be applied

•
A

nd B
G

P
D

N
S

 should
 be

 considered as an alternative
then



O
th

er P
ro

jects

•
w

w
w

.S
uperS

parrow
.O

R
G

–
W

e found out about it quite som
e tim

e after the initial idea
during the research phase for the B

G
P

D
N

S
 project

–
S

uperS
parrow

 has serious scalability issues; it uses telnets
to the routers to access the B

G
P

 path inform
ation

–
T

he last release is 0.0.0 and over a year old from
 9th

January 2001



T
h

e au
th

o
rs

•
A

ndré O
pperm

ann, opperm
ann@

pipeline.ch
–

Idea and concept

•
C

laudio Jeker, jeker@
n-r-g.com

–
Im

plem
entation

•
O

ther projects by the authors
–

qm
ail-ldap w

w
w

.nrg4u.com



Q
u

estio
n

s an
d

 co
m

m
en

ts?

•
Y

es, you can grill us now
!

•
Y

ou‘ll find a R
F

C
 draft and patches on:

w
w

w
.B

G
P

D
N

S
.org


